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METHODS AND DEVICES FOR AUDIO
PROCESSING

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of International Appli-
cation No. PCT/CN2014/072300, filed Feb. 20, 2014, which
is based upon and claims priority to Chinese Patent applica-
tion No. 201310210338.5, filed May 30, 2013, the entire
contents of all of which are incorporated herein by reference.

TECHNICAL FIELD

The present disclosure generally relates to the field of
audio processing and, more particularly, to methods and
devices for recording a song sung by multiple users.

BACKGROUND

A mobile terminal installed with a Karaoke application
enables a user to perform Karaoke using the mobile terminal.
For example, the Karaoke application can provide musical
accompaniment of a song through a speaker of the mobile
terminal, and display corresponding lyrics of the song syn-
chronously on a display of the mobile terminal. Moreover, the
Karaoke application may include a scoring function, which
scores the user’s performance and allows for the score to be
shared with friends of the user.

Conventionally, the user performs Karaoke using the
mobile terminal, and submits a finished song to be saved and
presented by a server. Other users using this Karaoke appli-
cation may then play the finished song from the server and
make comments. If multiple users each want to sing a differ-
ent portion of the song, the users generally need to be together
and sing their respective portions of the song using the same
mobile terminal, and then submit the finished song to be saved
and presented by the server.

SUMMARY

According to a first aspect of the present disclosure, there is
provided an audio processing method for use in a server,
comprising: receiving an audio file uploaded from a terminal
that has downloaded a first accompaniment music file of a
song from the server, the audio file being generated by the
terminal by encoding collected audio information relating to
singing a portion of the song and the first accompaniment
music file; and marking an unmarked, audio mixing portion in
the received audio file as a portion that has been sung, to
generate a second accompaniment music file of the song.

According to a second aspect of the present disclosure,
there is provided an audio processing method for use in a
terminal, comprising: downloading a first accompaniment
music file of a song from a server; collecting audio informa-
tion relating to singing a portion of the song; encoding the
collected audio information and the first accompaniment
music file to generate an audio file, the generated audio file
including an unmarked, audio mixing portion; marking the
unmarked, audio mixing portion in the audio file as a portion
that has been sung; and uploading the marked audio file to the
server.

According to a third aspect of the present disclosure, there
is provided a server, comprising: a processor; and a memory
for storing instructions executable by the processor; wherein
the processor is configured to: receive an audio file uploaded
from a terminal that has downloaded a first accompaniment
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music file of a song from the server, the audio file being
generated by the terminal by encoding collected audio infor-
mation relating to singing a portion of the song and the first
accompaniment music file; and mark an unmarked, audio
mixing portion in the received audio file as a portion that has
been sung, to generate a second accompaniment music file of
the song.

According to a fourth aspect of the present disclosure, there
is provided a terminal, comprising: a processor; and a
memory for storing instructions executable by the processor;
wherein the processor is configured to: download a first
accompaniment music file of a song from a server; collect
audio information relating to singing a portion of the song;
encode the collected audio information and the first accom-
paniment music file to generate an audio file, the generated
audio file including an unmarked, audio mixing portion; mark
the unmarked, audio mixing portion in the audio file as a
portion that has been sung; and upload the marked audio file
to the server.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory only and are not restrictive of the inven-
tion, as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and constitute a part of this specification, illustrate embodi-
ments consistent with the invention and, together with the
description, serve to explain the principles of the invention.

FIGS. 1-4 are flowcharts of methods for recording a song
sung by multiple users, according to exemplary embodi-
ments.

FIG. 5 is a diagram of a display interface displaying an
initial accompaniment music file, according to an exemplary
embodiment.

FIGS. 6-9 are block diagrams of devices for recording a
song sung by multiple users, according to exemplary embodi-
ments.

DESCRIPTION OF THE EMBODIMENTS

Reference will now be made in detail to exemplary
embodiments, examples of which are illustrated in the
accompanying drawings. The following description refers to
the accompanying drawings in which the same numbers in
different drawings represent the same or similar elements
unless otherwise represented. The implementations set forth
in the following description of exemplary embodiments do
not represent all implementations consistent with the inven-
tion. Instead, they are merely examples of apparatuses and
methods consistent with aspects related to the invention as
recited in the appended claims.

FIG. 1 is a flowchart of a method 100 for recording a song
sung by multiple users using their respective terminals,
according to an exemplary embodiment. Referring to FIG. 1,
the method 100 includes the following steps.

In step 101, a server receives an audio file uploaded from a
terminal that has downloaded a first accompaniment music
file from the server.

In step 102, the server marks an unmarked, audio mixing
portion in the received audio file as a portion that has been
sung.

In the illustrated embodiment, when multiple users sing
different portions of the same song, the singing may be per-
formed by using terminals of the respective users, such as
mobile phones, tablet computers or the like.
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When a first user wants to participate in the singing, the first
accompaniment music file may be downloaded from the
server to the terminal of the first user. When the first user sings
a first portion of the song, audio information of the first user
is collected by the terminal, and an audio file corresponding to
the terminal is generated by the terminal through, e.g., encod-
ing the collected audio information and the first accompani-
ment music file downloaded from the server. Accordingly, the
generated audio file includes an unmarked, audio mixing
portion.

After the server receives the audio file uploaded from the
terminal, the server marks the unmarked, audio mixing por-
tion in the audio file as a portion that has been sung, to
generate a second accompaniment music file. When a second
user wants to participate in singing the song, the second
accompaniment music file may be downloaded from the
server to the terminal of the second user.

By repeating steps 101 and 102 of the method 100, the
server enables multiple users to sing their respective portions
of the song at different times and in different places. In addi-
tion, each user may sing multiple times, or process, his/her
own portion independently without affecting the portions of
other users.

FIG. 2 is a flowchart of a method 200 for recording a song
sung by multiple users using their respective terminals,
according to an exemplary embodiment. Referring to FIG. 2,
the method 200 includes the following steps.

In step 201, a server marks paragraphs in an initial accom-
paniment music file and, in response to a request from a
terminal of a first user, sends the marked initial accompani-
ment music file to the terminal. For example, the marked
initial accompaniment music file may include at least one
paragraph.

In one exemplary embodiment, the server marks para-
graphs in the initial accompaniment music file based on atime
interval. For example, the initial accompaniment music file
may include accompaniment music and lyrics of the song.
The server obtains a time interval between every two succes-
sive characters of the lyrics, and compares the obtained time
interval with a preset threshold value. When the obtained time
interval between first and second successive characters is
larger than the preset threshold value, the server marks an end
of a paragraph between the first and second characters.

In exemplary embodiments, the server uses a predeter-
mined symbol, such as a dot, to mark paragraphs for the initial
accompaniment music file. For example, ifthe predetermined
symbol is inserted between two characters, the two characters
belong to two different paragraphs. Also for example, the
predetermined symbol may be used to mark an end of one
paragraph, or used to distinguish between different para-
graphs of the initial accompaniment music file to be sung by
male and female. Additionally, the initial accompaniment
music file may be marked in other ways, such as using dif-
ferent colors for marking different paragraphs, using a tone
level, such as a high level or a low level, etc. The present
disclosure is not limited thereto.

In step 202, the server receives an audio file uploaded from
the terminal of the first user.

In step 203, the server marks an unmarked, audio mixing
portion in the received audio file as a portion that has been
sung.

In the illustrated embodiment, different portions of the
song may be sung by different users with their respective
terminals. When a first user sings his/her portion of the song,
the terminal of the first user may collect audio information of
the first user, and generate the audio file by encoding the
collected audio information and the initial accompaniment
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music file downloaded from the server. Accordingly, the gen-
erated audio file includes an unmarked, audio mixing portion.

After the server receives the audio file uploaded from the
terminal, the server marks the unmarked, audio mixing por-
tion in the audio file as a portion that has been sung. For
example, the server obtains position information for the col-
lected audio information in the audio file to identify the audio
mixing portion. The server then marks the identified portion
in the audio file as a portion that has been sung.

In one exemplary embodiment, to mark the audio mixing
portion of the audio file, the server changes a color of a part of
the lyrics corresponding to the audio mixing portion. For
example, if the original color of the lyrics is black, the server
can change the color of the audio mixing portion to red. In one
exemplary embodiment, the server uses a name of the audio
file to mark the audio mixing portion in the audio file. For
example, the server may use a part of the name of the audio
file to indicate which portion has been sung. In one exemplary
embodiment, the server simultaneously uses the above two
marking methods to mark the audio mixing portion in the
audio file.

Inexemplary embodiments, the server may use other meth-
ods to mark the audio mixing portion in the audio file. For
example, the server may change fonts of the lyrics corre-
sponding to the audio mixing portion.

After marking the audio mixing portion in the audio file,
the server may determine the marked audio file as a second
accompaniment music file. When a second user wants to
participate in singing of the song, the second user may sing
the song according to the second accompaniment music file.

In step 204, the server receives volume information relat-
ing to the collected audio information from the terminal of the
first user. For example, when the first user performs the sing-
ing, the terminal may record the volume information, and
then upload the volume information to the server.

In step 205, the server sends, in response to a request from
a terminal of the second user, the second accompaniment
music file to the terminal of the second user. The second user
may sing another portion of the song based on a paragraph
marked in the initial accompaniment music file and the
marked portion in the second accompaniment music file.
When the second user sings his/her portion of the song, the
terminal collects audio information of the second user, and
generates an audio file by encoding the collected audio infor-
mation and the second accompaniment music file. The audio
file is then uploaded for the server to mark the audio mixing
portion of the second accompaniment music file, similar to
the description in connection with FIG. 1.

In step 206, the server sends the volume information
received from the terminal of the first user to the terminal of
the second user. Accordingly, the terminal of the second user
prompts the second user to use a same or similar volume to
perform the singing. With the volume prompting, the second
user may adjust the volume ofhis/her portion according to the
volume of the first user, thereby improving performance
effect.

In exemplary embodiments, steps 203-206 may be per-
formed in different orders. For example, step 204 and step 206
may be performed before step 203 is performed. Also for
example, step 203 and step 204 may be performed in parallel,
and step 205 and step 206 may be performed in parallel.

FIG. 3 is a flowchart of a method 300 for recording a song
sung by multiple users using their respective terminals,
according to an exemplary embodiment. For example, each of
the terminals may be a mobile terminal, a tablet computer, etc.
Referring to FIG. 3, the method 300 includes the following
steps.



US 9,224,374 B2

5

In step 301, a terminal of a first user singing a portion of the
song collects audio information of the first user, and generates
an audio file by encoding the collected audio information and
a first accompaniment music file downloaded from a server.
For example, before the first user sings, the terminal can send
arequest to the server, and download the first accompaniment
music file from the server. The terminal may then collect the
audio information when the first user sings a portion of the
song, and generate the audio file. Accordingly, the generated
audio file includes an unmarked, audio mixing portion.

In step 302, the terminal marks the unmarked, audio mix-
ing portion of the audio file as a portion that has been sung,
and uploads the marked audio file to the server.

After the server receives the marked audio file, the server
may use the marked audio file as a second accompaniment
music file. The second accompaniment music file may be
downloaded from the server by a terminal of a second user
that also wants to participate in singing the song. Accordingly,
when terminals of respective users that want to participate in
singing the song use the method 300, the users may sing their
respective portions of the song at different times and in dif-
ferent places.

FIG. 4 is a flowchart of a method 400 for recording a song
sung by multiple users using their respective terminals,
according to an exemplary embodiment. For example, each of
the terminals may be a mobile terminal, a tablet computer, etc.
Referring to FIG. 4, the method 400 includes the following
steps.

In step 401, a terminal of a first user singing a portion of the
song collects audio information of the first user, and generates
an audio file by encoding the collected audio information and
a first accompaniment music file downloaded from a server.
Accordingly, the generated audio file includes an unmarked,
audio mixing portion.

In step 402, the terminal marks the unmarked, audio mix-
ing portion of the audio file as a portion that has been sung,
and uploads the marked audio file to the server.

In exemplary embodiments, to mark the audio mixing por-
tion of the audio file, the terminal obtains position informa-
tion for the collected audio information in the audio file to
identify the audio mixing portion. The terminal then marks
the identified portion of the audio file as the portion that has
been sung.

In one exemplary embodiment, to mark the audio mixing
portion of the audio file, the terminal changes a color of a part
of'the lyrics corresponding to the audio mixing portion, simi-
lar to the above description in connection with FIG. 2. Alter-
natively and/or additionally, the terminal uses a name of the
audio file to mark the audio mixing portion of the audio file,
also similar to the above description in connection with FIG.
2.

In step 403, the terminal records volume information relat-
ing to the collected audio information, and uploads the vol-
ume information to the server. When the server receives a
request from a terminal of a second user that also wants to
participate in singing the song, the server sends the second
accompaniment music file and the volume information for the
terminal of the second user to prompt the second user to use
a same or similar volume to perform the singing.

FIG. 5 is a diagram of a display interface displaying an
initial accompaniment music file 500 marked by a server,
according to an exemplary embodiment. Referring to FIG. 5,
the marked initial accompaniment music file 500 may include
a first portion 502 represented by the character A, a second
portion 504 represented by the character B, and a third portion
506 represented by the character C. The portions 502, 504,
and 506 may be sung by three users using different terminals,
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respectively. For example, the first portion 502 may be sung
by a first user using a first terminal, the second portion 504
may be sung by a second user using a second terminal, and the
third portion 506 may be sung by a third user using a third
terminal.

In one exemplary embodiment, on the terminal side, the
first terminal of the first user downloads the marked initial
accompaniment music file 500 from the server and plays it,
and the first user sings the portion 502. The first terminal
collects audio information of the first user, and records vol-
ume information of the first user. The first terminal also gen-
erates an audio file X1 by encoding the collected audio infor-
mation and the initial accompaniment music file 500, and
uploads the audio file X1 and the volume information of the
first user to the server.

In the embodiment, the second terminal of the second user
downloads the audio file X1 and the volume information of
the first user from the server, plays it as an accompaniment
music, and prompts the second user to use a same or similar
volume of the first user. When the second user sings the
second portion 504, the second terminal collects audio infor-
mation of the second user, and records volume information of
the second user. The second terminal further generates an
audio file X2 by encoding the collected audio information and
the audio file X1 and uploads the audio file X2 and the volume
information of the second user to the server.

In the embodiment, the third terminal of the third user
downloads the audio file X2 and the volume information of
the second user from the server, plays it as an accompaniment
music, and prompts the third user to use a same to similar
volume of'the second user. When the third user sings the third
portion 506, the third terminal records volume information of
the third user. The third terminal further generates an audio
file X3 by encoding the collected audio information and the
audio file X2, and uploads the audio file X3 and the volume
information of the third user to the server, thereby finishing
the whole song.

On the server side, the server marks the first, second, and
third portions 502, 504, and 506, respectively, for the initial
accompaniment music file 500. For example, the initial
accompaniment music file 500 may be marked according to a
time interval between characters of lyrics of the song or in
other ways, as described above in connection with FIGS. 1
and 2.

Further, the server processes the audio files X1, X2, and X3
uploaded from the first, second, and third terminals, respec-
tively. For example, when the server receives the audio file
uploaded from the terminal, the server determines the portion
of the received audio file that has been sung according to
position information for the collected audio information in
the received audio file. The server further marks the received
audio file based on the marking of the initial accompaniment
music file 500 and the determined sung portion in the received
audio file. For example, a different color may be used to mark
the determined sung portion of the received audio file; and/or
a name of the audio file may be used to indicate the portion
that has been sung.

In the above embodiment, the marking of an audio file is
accomplished by the server. Alternatively, the marking of an
audio file may be accomplished by the terminal that generates
the audio file, similar to the above description in connection
with FIGS. 3 and 4.

FIG. 6 is a block diagram of a device 600 for recording a
song sung by multiple users using their respective terminals,
according to an exemplary embodiment. For example, the
device 600 may be provided as a server. Referring to FIG. 6,
the device 600 includes a receiving module 601 configured to
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receive an audio file uploaded from a terminal that has down-
loaded a first accompaniment music file, and a marking mod-
ule 602 configured to mark an unmarked, audio mixing por-
tioninan audio file as a portion that has been sung, to generate
a second accompaniment music file.

FIG. 7 is a block diagram of a device 700 for recording a
song sung by multiple users using their respective terminals,
according to an exemplary embodiment. For example, the
device 700 may be a first one of the multiple terminals used by
a first user. Referring to FIG. 7, the device 700 includes an
encoding module 701 configured to collect audio information
of'the first user singing of a portion of the song, and generate
an audio file by encoding the collected audio information and
a first accompaniment music file downloaded from a server;
and a marking module 702 configured to mark an unmarked,
audio mixing portion in the audio file as a portion that has
been sung, and upload the marked audio file to the server.

One of ordinary skill in the art will understand that the
above described modules can each be implemented by hard-
ware, or software, a combination of hardware and software.
One of ordinary skill in the art will also understand that
multiple ones of the above described modules may be com-
bined as one module, and each of the above described mod-
ules may be further divided into a plurality of sub-modules.

FIG. 8 is a block diagram of a device 800 for recording a
song sung by multiple users using their respective terminals,
according to an exemplary embodiment. For example, the
device 800 may be provided as a server.

Referring to FIG. 8, the device 800 may include a process-
ing component 802 that further includes one or more proces-
sors, and memory resources represented by a memory 804 for
storing instructions executable by the processing component
802, such as application programs. The application programs
stored in the memory 804 may include one or more modules
each corresponding to a set of instructions. Further, the pro-
cessing component 802 is configured to execute the instruc-
tions to perform the above described methods.

The device 800 may also include a power component 806
configured to perform power management of the device 800,
wired or wireless network interface(s) 808 configured to con-
nect the device 800 to a network, and an input/output (I/O)
interface 810. The device 800 may operate based on an oper-
ating system stored in the memory 804, such as Windows
Server™, Mac OS X™, Unix™, Linux™, FreeBSD™, or the
like.

In exemplary embodiments, there is also provided a non-
transitory computer-readable storage medium including
instructions, such as included in the memory 804, executable
by the processor 802 in the device 800, for performing the
above-described methods for recording a song sung by mul-
tiple users using their respective terminals. For example, the
non-transitory computer-readable storage medium may be a
ROM, a RAM, a CD-ROM, a magnetic tape, a floppy disc, an
optical data storage device, and the like.

FIG. 9 is a block diagram of a device 900 for recording a
song sung by multiple users using their respective terminals,
according to an exemplary embodiment. For example, the
device 900 may be a first one of the terminals, and may be a
mobile terminal, a tablet computer, etc. Referring to FIG. 9,
the device 900 may include one or more of the following
components: a processing component 902, memory
resources represented by a memory 904, a power component
906, a multimedia component 908, an audio component 910,
an input/output (I/O) interface 912, a sensor component 914,
and a communication component 916.

The processing component 902 typically controls overall
operations of the device 900, such as the operations associ-
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ated with display, telephone calls, data communications,
camera operations, and recording operations. The processing
component 902 may include one or more processors 920 to
execute instructions to perform all or part of the steps in the
above described methods. Moreover, the processing compo-
nent 902 may include one or more modules which facilitate
the interaction between the processing component 902 and
other components. For instance, the processing component
902 may include a multimedia module to facilitate the inter-
action between the multimedia component 908 and the pro-
cessing component 902.

The memory 904 is configured to store various types of
data to support the operation of the device 900. Examples of
such data include instructions for any applications or methods
operated on the device 900, contact data, phonebook data,
messages, pictures, video, etc. The memory 904 may be
implemented using any type of volatile or non-volatile
memory devices, or a combination thereof, such as a static
random access memory (SRAM), an electrically erasable
programmable read-only memory (EEPROM), an erasable
programmable read-only memory (EPROM), a program-
mable read-only memory (PROM), a read-only memory
(ROM), a magnetic memory, a flash memory, a magnetic or
optical disk.

The power component 906 performs power management
for various components of the device 900. The power com-
ponent 906 may include a power management system, one or
more power sources, and any other components associated
with the generation, management, and distribution of power
in the device 900.

The multimedia component 908 includes a screen provid-
ing an output interface between the device 900 and the user. In
some embodiments, the screen may include a liquid crystal
display (LCD) and a touch panel (TP). If the screen includes
the touch panel, the screen may be implemented as a touch
screen to receive input signals from the user. The touch panel
includes one or more touch sensors to sense touches, swipes,
and gestures on the touch panel. The touch sensors may not
only sense a boundary of a touch or swipe action, but also
sense a period oftime and a pressure associated with the touch
or swipe action. In some embodiments, the multimedia com-
ponent 908 includes a front camera and/or a rear camera. The
front camera and the rear camera may receive an external
multimedia datum while the device 900 is in an operation
mode, such as a photographing mode or a video mode. Each
of'the front camera and the rear camera may be a fixed optical
lens system or have focus and optical zoom capability.

The audio component 910 is configured to output and/or
input audio signals. For example, the audio component 910
includes a microphone (“MIC”) configured to receive an
external audio signal when the device 900 is in an operation
mode, such as a call mode, a recording mode, and a voice
recognition mode. The received audio signal may be further
stored in the memory 904 or transmitted via the communica-
tion component 916. In some embodiments, the audio com-
ponent 910 further includes a speaker to output audio signals.

The 1/O interface 912 provides an interface between the
processing component 902 and peripheral interface modules,
such as a keyboard, a click wheel, buttons, and the like. The
buttons may include, but are not limited to, a home button, a
volume button, a starting button, and a locking button.

The sensor component 914 includes one or more sensors to
provide status assessments of various aspects of the device
900. For instance, the sensor component 914 may detect an
open/closed status of the device 900, relative positioning of
components, e.g., the display and the keypad, of the device
900, a change in position of the device 900 or a component of
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the device 900, a presence or absence of user contact with the
device 900, an orientation or an acceleration/deceleration of
the device 900, and a change in temperature of the device 900.
The sensor component 914 may include a proximity sensor
configured to detect the presence of nearby objects without
any physical contact. The sensor component 914 may also
include a light sensor, such as a complementary metal-oxide-
semiconductor (CMOS) or charge-coupled device (CCD)
image sensor, for use in imaging applications. In some
embodiments, the sensor component 914 may also include an
accelerometer sensor, a gyroscope sensor, a magnetic sensor,
a pressure sensor, or a temperature sensor.

The communication component 916 is configured to facili-
tate communication, wired or wirelessly, between the device
900 and other devices. The device 900 can access a wireless
network based on a communication standard, such as WiFi,
2@, or 3G, or a combination thereof. In one exemplary
embodiment, the communication component 916 receives a
broadcast signal or broadcast associated information from an
external broadcast management system via a broadcast chan-
nel. In one exemplary embodiment, the communication com-
ponent 916 further includes a near field communication
(NFC) module to facilitate short-range communications. For
example, the NFC module may be implemented based on a
radio frequency identification (RFID) technology, an infrared
data association (IrDA) technology, an ultra-wideband
(UWB) technology, a Bluetooth (BT) technology, and other
technologies.

In exemplary embodiments, the device 900 may be imple-
mented with one or more application specific integrated cir-
cuits (ASICs), digital signal processors (DSPs), digital signal
processing devices (DSPDs), programmable logic devices
(PLDs), field programmable gate arrays (FPGAs), control-
lers, micro-controllers, microprocessors, or other electronic
components, for performing the above described methods.

In exemplary embodiments, there is also provided a non-
transitory computer-readable storage medium including
instructions, such as included in the memory 904, executable
by the processor 920 in the device 900, for performing the
above-described methods. For example, the non-transitory
computer-readable storage medium may be a ROM, a RAM,
a CD-ROM, a magnetic tape, a floppy disc, an optical data
storage device, and the like.

Other embodiments of the invention will be apparent to
those skilled in the art from consideration of the specification
and practice of the invention disclosed here. This application
is intended to cover any variations, uses, or adaptations of the
invention following the general principles thereof and includ-
ing such departures from the present disclosure as come
within known or customary practice in the art. It is intended
that the specification and examples be considered as exem-
plary only, with a true scope and spirit of the invention being
indicated by the following claims.

It will be appreciated that the present invention is not
limited to the exact construction that has been described
above and illustrated in the accompanying drawings, and that
various modifications and changes can be made without
departing from the scope thereof. It is intended that the scope
of the invention only be limited by the appended claims.

What is claimed is:
1. An audio processing method for use in a server, com-
prising:
marking one or more paragraphs for an initial accompani-
ment music file of a song to generate a first accompani-
ment music file of the song, wherein the marking of the
one or more paragraphs includes:
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obtaining a time interval between every two successive
characters of lyrics of the song in the initial accom-
paniment music file;

comparing the time interval with a preset threshold
value; and

marking, when the time interval between first and sec-
ond successive characters of the lyrics is larger than
the preset threshold value, an end of a paragraph
between the first character and the second character;

receiving an audio file uploaded from a terminal that has

downloaded the first accompaniment music file of the

song from the server, the audio file being generated by

the terminal by encoding collected audio information

relating to singing a portion of the song and the first

accompaniment music file; and

marking an unmarked, audio mixing portion in the

received audio file as a portion that has been sung, to
generate a second accompaniment music file of the song.

2. The method according to claim 1, wherein the terminal is
a first terminal, the method further comprising:

sending, in response to a request from a second terminal for

participating in singing the song, the second accompa-
niment music file to the second terminal.

3. The method according to claim 2, further comprising:

receiving from the first terminal volume information relat-

ing to the collected audio information; and

sending the volume information to the second terminal to

prompt a user of the second terminal to use a same or
similar volume to perform singing.

4. The method according to claim 1, wherein the marking
of the unmarked, audio mixing portion in the received audio
file comprises:

obtaining position information for the collected audio

information in the audio file;

identifying the audio mixing portion in the audio file based

on the obtained position information, wherein the audio
mixing portion is generated by the terminal by encoding
the collected audio information and the first accompa-
niment music file; and

marking the identified portion in the audio file as the por-

tion that has been sung.

5. The method according to claim 1, wherein the marking
of the unmarked, audio mixing portion in the received audio
file comprises at least one of:

changing a color of a portion of the song’s lyrics corre-

sponding to the audio mixing portion in the audio file; or
using a name of the audio file to indicate the audio mixing
portion.

6. An audio processing method for use in a terminal, com-
prising:

downloading a first accompaniment music file of a song

from a server, wherein the server marks one or more

paragraphs for an initial accompaniment music file of

the song to generate the first accompaniment music file,

the marking of the one or more paragraphs including:

obtaining a time interval between every two successive
characters of lyrics of the song in the initial accom-
paniment music file;

comparing the time interval with a preset threshold
value; and

marking, when the time interval between first and sec-
ond successive characters of the lyrics is larger than
the preset threshold value, an end of a paragraph
between the first character and the second character;

collecting audio information relating to singing a portion
of the song;
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encoding the collected audio information and the first
accompaniment music file to generate an audio file, the
generated audio file including an unmarked, audio mix-
ing portion;

marking the unmarked, audio mixing portion in the audio

file as a portion that has been sung; and

uploading the marked audio file to the server.

7. The method according to claim 6, wherein the marking
of the unmarked, audio mixing portion in the audio file com-
prises:

obtaining position information for the collected audio

information in the audio file;

identifying the audio mixing portion in the audio file based

on the obtained position information; and

marking the identified portion in the audio file as the por-

tion that has been sung.

8. The method according to claim 6, wherein the marking
of the unmarked, audio mixing portion in the audio file com-
prises at least one of:

changing a color of a portion of the song’s lyrics corre-

sponding to the audio mixing portion in the audio file; or
using a name of the audio file to indicate the audio mixing
portion in the audio file.

9. The method according to claim 6, further comprising:

recording volume information relating to the collected

audio information in the audio file; and

uploading the volume information to the server.

10. A server, comprising:

a processor; and

a memory for storing instructions executable by the pro-

cessor;

wherein the processor is configured to:

mark one or more paragraphs for an initial accompaniment

music file of a song to generate a first accompaniment

music file of the song, wherein the marking of the one or

more paragraphs includes:

obtaining a time interval between every two successive
characters of lyrics of the song in the initial accom-
paniment music file;

comparing the time interval with a preset threshold
value; and

marking, when the time interval between first and sec-
ond successive characters of the lyrics is larger than
the preset threshold value, an end of a paragraph
between the first character and the second character;

receive an audio file uploaded from a terminal that has

downloaded the first accompaniment music file of the

song from the server, the audio file being generated by

the terminal by encoding collected audio information

relating to singing a portion of the song and the first

accompaniment music file; and

mark an unmarked, audio mixing portion in the received

audio file as a portion that has been sung, to generate a
second accompaniment music file of the song.

11. The server according to claim 10, wherein the terminal
is a first terminal, the processor being further configured to:

send, in response to a request from a second terminal for

participating in singing the song, the second accompa-
niment music file to the second terminal.

12. The server according to claim 11, the processor being
further configured to:

receive from the first terminal volume information relating

to the collected audio information; and

send the volume information to the second terminal to

prompt a user of the second terminal to use a same or
similar volume to perform singing.
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13. The server according to claim 10, the processor being
further configured to:
obtain position information for the collected audio infor-
mation in the audio file;
identify the audio mixing portion in the audio file based on
the obtained position information, wherein the audio
mixing portion is generated by the terminal by encoding
the collected audio information and the first accompa-
niment music file; and
mark the identified portion in the audio file as the portion
that has been sung.
14. The server according to claim 10, the processor being
further configured to perform at least one of:
changing a color of a portion of the song’s lyrics corre-
sponding to the audio mixing portion in the audio file; or
using a name of the audio file to indicate the audio mixing
portion.
15. A terminal, comprising:
a processor; and
a memory for storing instructions executable by the pro-
cessor;
wherein the processor is configured to:
download a first accompaniment music file of a song from
a server, wherein the server marks one or more para-
graphs for an initial accompaniment music file of the
song to generate the first accompaniment music file, the
marking of the one or more paragraphs including:
obtaining a time interval between every two successive
characters of lyrics of the song in the initial accom-
paniment music file;
comparing the time interval with a preset threshold
value; and
marking, when the time interval between first and sec-
ond successive characters of the lyrics is larger than
the preset threshold value, an end of a paragraph
between the first character and the second character;
collect audio information relating to singing a portion of
the song;
encodethe collected audio information and the firstaccom-
paniment music file to generate an audio file, the gener-
ated audio file including an unmarked, audio mixing
portion;
mark the unmarked, audio mixing portion in the audio file
as a portion that has been sung; and
upload the marked audio file to the server.
16. The terminal according to claim 15, the processor being
further configured to:
obtain position information for the collected audio infor-
mation in the audio file;
identify the audio mixing portion in the audio file based on
the obtained position information; and
mark the identified portion in the audio file as the portion
that has been sung.
17. The terminal according to claim 15, the processor being
further configured to perform at least one of:
changing a color of a portion of the song’s lyrics corre-
sponding to the audio mixing portion in the audio file; or
using a name of the audio file to indicate the audio mixing
portion in the audio file.
18. The terminal according to claim 15, the processor being
further configured to:
record volume information relating to the collected audio
information in the audio file; and
upload the volume information to the server.
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